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;Qué es NLP/PLN?

- NLP es una rama de la inteligencia artificial centrada en que las
maquinas comprendan, procesen y generen lenguaje humano.

- Abarca tanto lenguaje escrito como hablado. i,
| y \
® DOS grandes enfoques. ///A,\\\ / Machine Learning \ o

o NLU (Natural Language Understanding): / e \
- interpretar intencion y significado. Cg;‘:n“c‘:’ Linguistics
> NLG (Natural Language Generation): ) §

- producir texto coherente. o Q NLP i

- Ejemplos: clasificar correos, traducir textos, S
conversar con usuarios, resumir documentos.



Aplicaciones clave hoy

Asistentes virtuales (Siri, Alexa): interpretan comandos
hablados y responden.

Moderacion de contenido: filtran mensajes ofensivos o
Spam Relationshi
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Motores de busqueda: entienden intenciones y
_ S 0N sentiment
preguntas' I:Iassifi:-;ﬁ:; L©J iiglgsis
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Chatbots en empresas: automatizan soporte al cliente. C

Resumen y traduccion automatica: facilitan el acceso a N erotescing
informacion.



Evolucion del NLP

- 1950s: sistemas por reglas.

1949 1970s 1990s

Conceptual Ontologies

Weaver’s memorandum

Statistical Models

- 1990s: estadistica y corpus.
- 2000s: redes neuronales (RNN).
- 2013-15: word2vec, LSTM, seqg2seq. Sy Do

1960s 1980s

Symbolic Models

- 2017: Transformers. 2003 2013 2014 2018

. 2020+ | L. Ms masivos. Word Embeddings

Neural Language Models

Seq-to-seq Learning Pretrained Models
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NLP Neural Nets

Multi-task Learning Attention

2008 2013 2015



Origenes (1950s-70s)

- Traduccion automatica temprana:
Georgetown-IBM (1954).

- ELIZA (1966): imitaba a un terapeuta,
basada en patrones de texto.

- Sistemas construidos a mano, sensibles
a errores.

- Sin aprendizaje: reglas explicitas
definidas por humanos.




Regla vs datos (70s-80s)

Uso de gramaticas formales (Chomsky) y
parsers sintacticos. S S

Basados en conocimiento lingtistico i /VP\ NP/\VP
|
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escalabilidad. N A E N dink N with friends

coffee with milk

Aporte: fundacion formal y estructuras
del lenguaje.



text = “The Margherita pizza is not bad taste”

1-Gram 2-Gram 3-Gram

E l g I ro e St a d I,St I C O (9 0 S) The The Margherita The Margherita pizza
Margherita | Margherita pizza Margherita pizza is
] ) ) pizza pizzais pizza is not
- Machine learning empieza a reemplazar - — i
reglas f|JaS not not bad not bad taste
_ bad bad taste
- Modelos como HMM, Naive Bayes y n- ote
gramas.
- Introduccion de corpus como Penn s
Treebank. NP-SBJ \VP sTop
: C i ;o el e gt e |
- Se mide rendimiento con metricas como DT NN NN VBZ NP
l | | | e T S
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Llega el deep learning (2000s)

word2vec y GloVe: embeddings densos
gue capturan contexto.

RNN/LSTM: pueden recordar estados
anteriores.

seg2seq (encoder-decoder): revoluciona
traduccion y resumen.

Limite: secuencialidad = entrenamiento
lento y problemas con dependencias
largas.
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Output
Probabilities

El salto: atencion y Transformers (2017+)

Feed
Forward

| Add & Norm :
Add & Norm i

- Mecanismo de atencion: permite enfocar = yriey
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LLMs y su impacto

- GPT-3 (2020): 175B parametros, zero-
shot y few-shot learning.

- LLMs generalistas entrenados en

Internet: generan, traducen, responden.

- Impacto: herramientas de
productividad, educacion,
programacion.

- Preocupaciones: alucinaciones, sesgos,
dependencia tecnoldgica.
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Tokens: la unidad de texto

|

NLP moderno opera sobre tokens, no
palabras.

Tokenization

Break down into small pieces (words or
parts of words

Ej: "jugando" — ["jug", "ando"] con BPE. Tokens n}-

- Tamano del vocabulario se optimiza usando
sub-palabras.

Turn Token into numerical representation
Capturing their meaning

- |Imprescindible para trabajar con modelos

preentrenados. Embedding - - -



Embeddings: representar significado

- Palabras y tokens se representan como B

vectores densos. I

a 3-»| Embedding Model |---»{e.8]0.5]0.3]...-- 5

- word2vec: relaciones semanticas captadas

en el espacio vectorial. @
- Contextuales (BERT, GPT): el vector cambia
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Clasificacion de texto

Tareas comunes: spam detection,
sentimientos, tematicas.

Input: texto; Output: categoria.

En NLP moderno se usa fine-tuning de
modelos como BERT.

Ejemplo: "Esta pelicula es genial" —
positivo.

Sentiment Analysis

va

My experience
so far has been
fantastic!
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The productis
okl guess

b

Your supportteam is
useless

NEGATIVE



Generacion de texto

- Predictivo: dado un contexto, generar lo que sigue.

- Ejemplo: "Buenos dias, mi nombre es..."
- Modelos: GPT-2/3, T5, llama.

- Aplicaciones: resumen, autocompletado, traduccion.

Step 1:

Step 2:

Step 3:

Step 4:

Seed sequence of words

Predicted word

the man is

Seed sequence of words

the

I man I I is I I walking I I down I‘ the

Seed sequence of words

Predicted word

Predicted word

the II man II is

I I walking I I down I I the

|

Seed sequence of words

the II man II is

I walking I I down I I the

II street I

Predicted word



Pregunta-respuesta (QA)

- QA extractivo: busca respuesta dentro de
un texto.

- QA generativo: redacta una respuesta
nueva.

- QA abierto + Information Retrival:
combinacion con motores de busqueda.

- Ejemplo: ";Quién escribio Hamlet?" —
Shakespeare.

Question:
What is the capital
of Germany?

Context:
The capital of Germany is the

city state of@lt is the seat
of the President of Germany, ...




Conversacion

- Modelos de turno simple vs conversacion

continua (multi-turn).

- LLMs + memoria = coherencia en

Interacciones largas.

- LangGraph, RAG chatbots.

- Casos: soporte técnico, tutores virtuales.

i

Hi, I'd like to track my order.
The order number is 7334256.

3 o o o

. Classi .
Normalize 1y Recognize
— customer —

and tokenize i entities
intent

— Generation

g \

Hello! You can check the status of your
order here. It should arrive by July 12th.

Can | help you with anything else?



