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Deep Learning

- Neuronas

- Perceptron

- Funciones de activacion

- Redes de neuronas

- Tipos de neuronas



;Qué es una red neuronal?

- Representan funciones:
- valores discretos o enteros,
- valores numéricos (reales),
- vectores formados por los anteriores.

- Algoritmos de aprendizaje (entrenamiento).
- Entrenamiento puede ser lento.
- Evaluacion rapida.

- No es interpretable.



Metafora biologica

Inspiradas en los sistemas nerviosos de los animales.
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Neuronas artificiales

-Abstraccion matematica.

-Unidades que adoptan un valor.
-Conexiones 0 sinapsis con pesos.

-Salida modificada por una funcion de activacion.

-Binary Threshold Unit - McCulloch & Pitts (1943).
-Perceptron - Frank Rosenblatt (1958)



Perceptron

W
B ORY

y=wx+b



Perceptron

sugars 25 5 2.5 5 2.5
):G)_' calories E@—» calories E@—» 102.5
1 1 1

w=2.5, b=90 Input sugars=5 Multiply inputs by weights and sum.



Perceptron
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Perceptron

Bias Weight
a;= g(in;)

Input Input  Activation Output
Links Function Function utpu Links

Output



Funciones de activacion

The Rectifier Function
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Funciones de activacion
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Funciones de activacion
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Equation

fa)==z

0 for z<0
f(”_{1 for x>0
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Derivative
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Interpretacion Geomeétrica

-w = [w0, wl, .., wn] x=1[1, x1, x2, ..., xn]
-w . X = 0 define un hiperplano en el espacio de entrada

-Separa los casos segun su clase

-El perceptron umbral es llamado “separador lineal”



Aprendizaje simple del perceptron
Entrenamiento:
Datos — ejemplos con entradas (X) y salidas (Y).

Modelo — formula con pesos, inicializados
aleatoriamente

Predice — calcula valores con pesos iniciales.
Error — compara prediccion vs. valor real.
Ajusta — corrige pesos segun el error.

Repite — predecir —» medir — ajustar.

Final — pesos “aprendidos” que minimizan error.



Aprendizaje simple del perceptron

Fitted Line Training Loss Weights
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Aprendizaje simple del perceptron

Actualizar los pesos de acuerdo a:
w;(k + 1) = w;(k) + Aw;(k)
AWj(k) =n(d — )')xj

Donde k es la iteracidon, w es el peso, d es la salida deseada, y
es la salida obtenida, y n (entre 0.0 y 1.0) la taza de aprendizaje.



Aprendizaje simple del perceptron
Aw,(k) = n(d — y)x,-

error
tasa de
aprendizaje
w;(k) siy=d

wy(k + 1) = w(k). siy=0d=1

w;(k) @ siy=1d=0




TA7 - EJ1 - Entendimiento de perceptron



Funciones Booleanas

Wo=1.5 Wy=0.5 Wo=0.5
Wl}k Wl}‘
/ / WI = 1
W2 =1 W2 =]
AND OR NOT

-¢podemos representar el XOR?

¢ Por qué no?



Limitaciones del perceptron

-Minsky y Papert (1968)
-Existen problemas en los que no existe un hiperplano que separa los casos

-Es necesario multiples capas de unidades

(c) I, xor [,



/
;Que es una red neuronal?
Una red neuronal es suma ponderada + N P
giro no lineal, repetida en capas. iy )

Perceptron: multiplica entradas por
pesos (w), suma sesgo (b) — saca un _J
ndmero. [

Capa densa: muchas neuronas con las
mismas entradas. N

MLP (feedforward): capas en cadena:
entrada — ocultas — salida. .



Gradier]t Descent

Loss function

A

(a = learning rate )

gradient (%)

Learnable parameter (w)



TA7 - Continuacion



